Explicit and interpretable nonlinear soft sensor models for influent surveillance at a full-scale wastewater treatment plant
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\section{ABSTRACT}

In wastewater treatment plants, the most adopted sensors are those with the properties of low cost and fast response. Soft sensors are alternative solutions to the hardware sensor for online monitoring of hard-to-measure variables, such as chemical oxygen demand (COD) and total phosphorus (TP). The purpose of this study is to obtain a modelling approach which is able to identify the nonlinearity of influent and explain the correlation of inputs-outputs. Thus, the variation of influential characteristics was investigated at the first stage, which provided the basis to build global and local multiple linear regression models. Secondly, a nonlinear modelling tool multivariate adaptive regression splines (MARS) was applied for influent COD and TP prediction. Satisfactory prediction accuracy was obtained in terms of root mean square error ($\text{RMSE}$) and $R^2$. Unlike other machine learning techniques which are black box models, MARS provided interpretable models which explained the nonlinearity and correlation of inputs-outputs. The MARS models can be used not only for prediction, but also to provide insight of influent variation.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The increasing requirement of wastewater treatment efficiency and economics has driven more researchers and practitioners to the field of surveillance and control of wastewater treatment plants (WWTPs) [1]. One of the limitations to achieve advanced control of WWTPs is the lack of robust and affordable online measurement instruments for some water quality variables. Fortunately, lack of hardware sensor measurements does not mean lack of information. The inner correlation and propagation trend of multiple wastewater characteristics opens another window to find low-cost solutions for global public health.

With the development of data science and machine learning techniques, more researchers have attempted to obtain unmeasured variable values by data mining and modelling [2–4]. An indirect data retrieval method, named soft sensor (or virtual sensor) was developed to obtain hard-to-measure variables by manipulating easy-to-measure variables. In WWTPs, the hard-to-measure variables are either associated with a long time-delay or high capital cost [5]. The easy-to-measure process variables are typically pH, conductivity, oxidation/reduction potential (ORP), turbidity, temperature, flowrate and probably ammonium nitrate due to recent technological development [6]. The data-driven soft sensors use easy-to-measure variables as inputs to construct prediction models, and the outputs are usually the hard-to-measure variables [7–9]. Chemical oxygen demand (COD) and total phosphorus (TP) are two of the most important water quality variables for wastewater treatment process. However, the online real-time measurement of these two variables were limited due to the cost of the devices and long time-delay for real-time control. Thus, soft sensors become a potential solution for WWTPs to measure these variables online.

In practice, several statistical learning and machine learning algorithms have been applied for soft sensor modelling. The conventional multiple linear regression (MLR) has been used for water quality prediction as interpretable methods [10,11]. MLR models have the advantages of simplicity and easy interpretability, which can be easily programmed for surveillance and control in practice. However, since MLR assumes the linearity of input–output relation, its limits in prediction accuracy have also been addressed in several water related studies [12,13]. Several nonlinear statistical learning and machine learning methods have been tested to build water quality soft sensor models [14–16], and the most studied methods for water quality soft sensor are neural networks [9,17,18]. Nonlinear models can be easily simulated nowadays, but it is still a challenge to apply complicated nonlinear models in practice [1]. Neural networks’ capability of prediction and nonlinearity capture were well addressed in various literature, but lack of interpretability has limited their value, because the insight of dataset
and natural characteristics of input-output are usually left unexplained as “black boxes” [19]. Another drawback of training the neural networks is the lack of general protocol to determine the structure, i.e. the number of layers and neurons [14,20]. Nevertheless, researchers and practitioners will continue the effort to make data-driven soft sensors more feasible due to their fantastic potential to substitute hardware sensors and overcome measurement delay [21].

Application of sophisticated modelling techniques does not always pay off unless the methods were critically compared with simpler methods [22]. In this study, we attempted to investigate the correlation of predictors and response variables and simultaneously build soft sensors models for chemical oxygen demand (COD) and total phosphorus (TP) of WWTP influent. A global linear model may not work well in different seasonal and climate conditions, even in a selected WWTP. Local models for each of the subsets can be obtained by dividing the general dataset into several subsets based on different conditions. This is the conventional solution to simultaneously deal with nonlinear prediction and to capture the insights of nonlinear relationships. A well established statistical learning method named Multivariate Adaptive Regression Splines (MARS) developed by Friedman is an alternative solution to achieve the goal of this study [23].

Multivariate adaptive regression splines (MARS) can be used in data mining and prediction for complex and high-dimensional nonlinear data. Kuter et al. applied both MARS and multilayer feed-forward artificial neural network (ANN) for fractional snow cover estimation [19]. The MARS approach performed the same as ANN, but was more computationally efficient in model building. Moreover, MARS has been proven as an efficient tool in the prediction of phenol and nitrophenol adsorption [13], classification of satellite images [24], rainfall-runoff simulation [25], and identification of dominant interaction of climatic effect on rainfall and water availability [26]. The advantage of MARS is its ability to automatically add knots to the general curve, which break the global model into piecewise linear polynomial splines. By smoothly connecting spline pieces, the MARS model is able to capture both the linearity and nonlinearity. Therefore, MARS retains the interpretability of linear models, and it is also capable to provide insight of the natural phenomenon.

The primary goal of this study is to derive explicit soft sensor models, which can be used to predict hard-to-measure WWTP influent variables. However, training and validating nonlinear models requires a large quantity of measured data to perform sufficient model runs [27]. Although running these models may not be computationally expensive, it is too expensive and time consuming to obtain a large dataset of influent wastewater quality. Therefore, the secondary goal of this study is to obtain interpretable nonlinear models with limited full-scale WWTP influent data.

2. Materials and methods

2.1. Dataset and problem description

A multivariate dataset of WWTP influent characteristics was obtained by sampling and analyzing the hourly influent quality and quantity. The dataset was supposed to cover influent characteristics of both warm and cold season in Norway. Due to the high cost of laboratory analysis and time limitation, the sampling lasted six days in warm season, and five days in cold season. Samples were collected in every hour and 24 samples were collected in each sampling day. In warm season, all of the samples were collected in dry climate condition (no storm event). Melting snow resulted in occasional wet climate condition in cold season. The cold season data were collected in both dry climate and wet climate conditions. The general dataset can be divided into three subsets (Warm-Dry, Cold-Dry and Cold-Wet) by applying a classifier developed in a previous study [28].

There are both easy-to-measure variables and hard-to-measure variables in the dataset. In the context of soft sensor development, the easy-to-measure variables are pH, flow rate (Flow), total suspended solid (TSS), water temperature (WaterTemp), and ammonium nitrate (NH₄-N). The hard-to-measure variables are chemical oxygen demand (COD) and total phosphorus (TP), because online measurement devices for these two variables are expensive and have long time-delays which prevent them from being used for real-time surveillance and control. Therefore, we are interested to study the correlation of these easy-to-measure variables and hard-to-measure variables, and to obtain soft sensor models as alternatives of hardware sensors.

2.2. Global and piecewise multiple linear regression (MLR)

Multiple linear regression (MLR) is the linear model trained based on least square estimation, which is a simple way to interpret the correlations of inputs and outputs. To increase prediction accuracy, high order terms and interaction terms can be involved as inputs. In this study, square terms of original variables and two-effect-interaction terms were applied in MLR models. All the original variables, square terms and interaction terms were included to train an over-fitted model at the first step. Secondly, backward stepwise selection method was applied to eliminate non obligatory prediction terms based on Akaike’s information criterion (AIC) to obtain the “shrunk model” with only significant variables [29]. The global MLR models were trained based on the general dataset, and the piecewise local models were trained based on corresponding subsets. At last, every 10–12 observations were randomly selected to form several folds, and these folds were employed to perform cross validation to verify the final model.

2.3. Multivariate adaptive regression splines

Multivariate adaptive regression splines (MARS) was initially presented by Friedman as a nonlinear regression method [23]. It can be viewed as an integration of piecewise linear regression, which captures nonlinearity by adding knots to input variables to break the curve into piecewise basis functions. The general form of the MARS model is expressed as:

\[
Y = \beta_0 + \sum_{i=1}^{M} \beta_i \cdot h_i (X) + \varepsilon
\]  

(1)

where \(h_i (X)\) is the basis function representing each piece of local linear regression, and \(\beta_i\) is the associated coefficient. The coefficients \(\beta_i\) were estimated based on the least squares method. The basis functions have the following form:

\[
h_{+} (x) = \begin{cases} 
   x - k, & \text{if } x > k \\
   0, & \text{otherwise}
\end{cases}
\]

\[
h_{-} (x) = \begin{cases} 
   k - x, & \text{if } x < k \\
   0, & \text{otherwise}
\end{cases}
\]

(2)

where \(k\) is a univariate knot. Thus, the MARS method produces continuous models. The determination of basis functions was a data-driven process. MARS can apply both forward stepwise and backward stepwise to select inputs. In this study, second order terms and interaction terms are involved and being selected automatically. The cross validation method was applied to verify MARS models in the same way as it is used for MLRs. The “earth” package was applied in R to build MARS models [30].
3. Results and discussion

3.1. Variation of wastewater characteristics

The variation of influent quantity and quality of wastewater treatment plants contributes major uncertainties to process operation, designing and modelling [32,33]. Our previous study had shown the daily, weekly and seasonal variation of influent, caused by both human activity and climate [28]. To further investigate the correlation of wastewater quality and quantity, the variation of flowrate and contaminants under different conditions was monitored, as shown in Fig. 1. Fig. 1(a) showed 5-day continuous measurement of influent flowrate (Flow), COD, TSS and ammonium nitrogen (NH$_4$-N) during warm season. Only dry climate condition was observed during the sampling days (Warm-Dry condition). Generally, the wastewater contaminants concentration increased or decreased at the same time as the flowrate, which indicated the linearity of influent quality and quantity. The linearity of influent variation in dry climate may be traced back to regular human activity, and it provides the possibility to establish explicit soft sensor models.

However, the variation of influent in dry climate condition and wet climate condition follows different statistical distribution [34]. To capture the influent characteristics in wet climate condition, continuous sampling and measurement of influent quality and quantity was conducted in snow season for six days. This was done as unpredictable snow melting may happen at any time during the day [35,36]. In this study, as shown in Fig. 1(b), the wastewater quality propagated differently than influent flowrate when the climate factor was shifted to wet condition due to snowmelt (Fig. 1b). The drop and rise feature of influent characteristics during freezing cold time (Cold-Dry condition) was similar to that in Warm-Dry condition. While there was snow melting (Cold-Wet condition), contaminants concentration decreased due to dilution because flowrate increased dramatically. Fig. 1(b) indicates that the climate effect increased the uncertainty of influent variation.

Overall, the nonlinearity of influent characteristics was the combined effect of both human activity and climate. To develop soft sensor models for influent quality prediction, the nonlinearity in different scenarios should be considered.

3.2. Global and piecewise multiple linear regression

Though it is difficult to detect when the wet climate starts due to snow melting, the general dataset can be split into Warm-Dry, Cold-Dry and Cold-Wet subsets by applying statistical learning algorithm according to the previous study [28]. The next step is to investigate the correlation between influent characteristic factors. Since COD and total phosphorus (TP) are not easy to measure directly by online sensors, it is more essential to study the prediction accuracy of COD and TP.

Multiple linear regression (MLR) method was used to build models for COD and TP prediction and study the influence of interaction term on prediction accuracy. Independent variables flowrate (Flow), water temperature (Water.Temp), total suspended solid (TSS), ammonium nitrogen (NH$_4$-N) and pH were selected as predictors. This is because these variables are relatively easy-to-measure variables in WWTPs. Moreover, quadratic terms and interaction terms were also included to build an over-fitted model with all the possible features as prediction terms. Secondly, backward stepwise selection method was applied to eliminate non-optional prediction terms based on Akaike’s information criterion (AIC) to avoid over-fitting [29]. The selected prediction terms and coefficients for the final models of COD and TP were listed in Table S1 and Table S2 in supplementary material. In this study, we intended to obtain soft sensor models that are applicable in different seasonal and climate conditions. Therefore, regression models for COD and TP prediction was established based on the general dataset (Table S1) and subsets of different conditions (Table S2).

The results of linear multiple linear regression (MLR) modelling was shown in Table 1. For COD predictions, the model built on the general dataset without interaction term was a second order polynomial equation (MLR 1). While the COD model with interaction terms (MLR 2) contains both second order and interaction terms. In total 13 prediction terms were selected by AIC backward stepwise selection. The model performance in terms of RMSE were quite close for MLR1 and MLR2. The cross-validated $R^2$ of MLR 1 (0.835) was approximately equal to that of MLR 2 (0.847), which indicates limited contribution from interaction term for COD prediction.

Considering the uncertainty of full-scale WWTPs and the criteria of prediction accuracy for wastewater soft sensors in literature [11,15,37], it would be sufficient to build soft sensor for influent monitoring if $R^2$ is higher than 0.80. Therefore, Model 1 is simple and robust enough to serve as a global model for COD prediction. However, the second order polynomial without interaction term for TP prediction (MLR 3) was not as satisfactory as MLR 1 for COD prediction, but Model 4 with three square terms and seven interaction terms performed much better in terms of RMSE and $R^2$. The cross-validated $R^2$ was slightly lower than $R^2$, which indicated that the model was not over fitted. Therefore, the interaction term was necessary to train a global MLR model for TP prediction.

Unlike global COD models, there was a clear difference in the prediction accuracy for global TP which was caused by interaction terms. Local MLR models were built to study the linearity of TP
and its correlation with easy-to-measure variables. RMSE would no longer serve as a fair comparison index, because the TP values in wet climate were significantly lower than that in dry climate. Therefore, the comparison of piecewise MLR models was based on $R^2$ only in this case.

As shown in Table 1, the MLR model built on Warm-Dry subset (MLR 5) appeared with satisfactory prediction accuracy. While the $R^2$ of the other piecewise local MLRs did not reach the criteria of 0.80, regardless of interaction terms. Although $R^2$ of MLRs in cold season can be improved by including interaction terms, the cross-validated $R^2$ values of MLR 7 and MLR 9 were too low to serve as soft sensor models. The results in Table 1 revealed the higher nonlinearity of TP variation in the influent.

<table>
<thead>
<tr>
<th>Model</th>
<th>Target variable</th>
<th>Interaction term</th>
<th>Dataset</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>Cross validation $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR 1</td>
<td>COD</td>
<td>No</td>
<td>General</td>
<td>98.128</td>
<td>0.840</td>
<td>0.835</td>
</tr>
<tr>
<td>MLR 2</td>
<td>COD</td>
<td>Yes</td>
<td>General</td>
<td>92.360</td>
<td>0.859</td>
<td>0.847</td>
</tr>
<tr>
<td>MLR 3</td>
<td>COD</td>
<td>No</td>
<td>General</td>
<td>0.519</td>
<td>0.714</td>
<td>0.707</td>
</tr>
<tr>
<td>MLR 4</td>
<td>COD</td>
<td>Yes</td>
<td>General</td>
<td>0.658</td>
<td>0.853</td>
<td>0.845</td>
</tr>
<tr>
<td>MLR 5</td>
<td>COD</td>
<td>No</td>
<td>Warm-Dry</td>
<td>0.607</td>
<td>0.821</td>
<td>0.813</td>
</tr>
<tr>
<td>MLR 6</td>
<td>TP</td>
<td>No</td>
<td>Cold-Dry</td>
<td>0.809</td>
<td>0.532</td>
<td>0.490</td>
</tr>
<tr>
<td>MLR 7</td>
<td>TP</td>
<td>Yes</td>
<td>Cold-Dry</td>
<td>0.572</td>
<td>0.766</td>
<td>0.715</td>
</tr>
<tr>
<td>MLR 8</td>
<td>TP</td>
<td>No</td>
<td>Cold-Wet</td>
<td>0.365</td>
<td>0.705</td>
<td>0.643</td>
</tr>
<tr>
<td>MLR 9</td>
<td>TP</td>
<td>Yes</td>
<td>Cold-Wet</td>
<td>0.317</td>
<td>0.774</td>
<td>0.696</td>
</tr>
</tbody>
</table>

As shown in Table 1, the MLR model built on Warm-Dry subset (MLR 5) appeared with satisfactory prediction accuracy. While the $R^2$ of the other piecewise local MLRs did not reach the criteria of 0.80, regardless of interaction terms. Although $R^2$ of MLRs in cold season can be improved by including interaction terms, the cross-validated $R^2$ values of MLR 7 and MLR 9 were too low to serve as soft sensor models. The results in Table 1 revealed the higher nonlinearity of TP variation in the influent.

A satisfactory global COD prediction model can be obtained by applying multiple linear regression. For TP prediction, interaction terms were necessary to obtain similar prediction accuracy as the COD MLR model. The piecewise MLRs for TP performed poorly. The nonlinearity of TP requires further study.

3.3. Multivariate adaptive regression splines

The piecewise MLR models in the last section were built based on the classification of season-climate conditions. Multivariate adaptive regression splines (MARS) can provide smooth piecewise function without specific assumptions of the relationship between predictors and target variables [23]. The knots and splines are automatically selected based on the property of the data rather than being pre-defined. One of the objectives of this work is to develop interpretable models for COD and TP prediction, which can deal

with both linear and nonlinear problems with sufficient accuracy. Although MARS has advantage in interpretability [19], MARS has been used less in the field of water quality and wastewater treatment compared with neural network. Soft sensor models that can provide more explicit information were preferred for the surveillance and control of wastewater treatment process.

As shown in Table S3 in supplementary material, MARS models were built for global influent COD and TP prediction. The MARS model for COD prediction employed square terms but interaction terms were not applied. On the contrary, the application of interaction terms in the TP model reflected that the joint effects of influent variables were significant for TP prediction. The scatter plot of predicted COD and TP by MARS model were shown in Fig. 2(a) and (b), respectively. The model predicted COD and TP fit the measured data well in a wide range. As shown in Fig. 2, the data points were located close to the trend line even for extreme high values, i.e. $\text{COD} \geq 800 \text{mg/L}$ and $\text{TP} \geq 6 \text{mg/L}$. The prediction performance in terms of RMSE and $R^2$ were listed in Table 2. The RMSE of the MARS model for COD prediction (MARS 1) was 80.4 (Table 2), which is much smaller than that of MLR 1 (98.128) and MLR 2 (92.360). A similar result was also found in TP modelling. The $R^2$ of MARS 2 and MLR 4 were almost equal for global TP prediction, but the decrease of RMSE was significant due to the better capture of nonlinearity. Table 2 also showed the necessary numbers of knots and prediction terms for MARS model construction. The MARS model for TP prediction required more knots and interaction terms to achieve the same $R^2$ level as that of COD, which indicated the higher nonlinearity of TP propagation. Overall, the accuracy in terms of RMSE for COD and TP were improved by applying MARS method.
Table 2
Performance of MARS models for global influent COD and TP prediction.

<table>
<thead>
<tr>
<th>Model</th>
<th>Target</th>
<th>Interaction term</th>
<th>Knots</th>
<th>Basis function</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>Cross Validation $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARS 1</td>
<td>COD</td>
<td>No</td>
<td>6</td>
<td>13</td>
<td>0.439</td>
<td>0.892</td>
<td>0.851</td>
</tr>
<tr>
<td>MARS 2</td>
<td>TP</td>
<td>Yes</td>
<td>9</td>
<td>16</td>
<td>0.573</td>
<td>0.889</td>
<td>0.841</td>
</tr>
</tbody>
</table>

knots, which reflected higher nonlinearity of TP than COD. The basis functions are second order polynomials. As listed in Table S3, the COD model (MARS 1) has first order and square terms, while the TP model (MARS 2) included interaction terms. The interaction terms suggested that the correlation of TP and an easy-to-measure variable were dependent on the third easy-to-measure variable [31]. Thus, the interaction terms in basis functions were significant for TP prediction, but the interaction effect was not statistical significant for COD prediction.

Compared with machine learning algorithms (e.g. neural networks), MARS is less "black box" for nonlinear predictive modelling. This is because MARS is more informative and interpretable to retrieve the real world knowledge [12,26]. In this study, the knots of MARS were capable of informing where significant changes of TP or COD may happen. Moreover, the three local piecewise MLRs for TP prediction were built on the basis of pre-known knowledge of season-climate conditions, which are highly dependent on the accuracy of data classification. In other words, the TP dataset was firstly classified into three subsets and each of the local MLR models was built on the corresponding subsets. The local MLRs turned out to perform unsatisfactory as global models. Moreover, the MARS model for TP prediction included 9 knots rather than 3 knots, which indicates that the causes of nonlinearity of TP was beyond the effects of seasonal variation or climate impact.

Overall, the MARS models are not only flexible in prediction of hard-to-measure variables, but also provided explicit knowledge for the downstream operation of wastewater treatment process.

4. Conclusion

The online monitoring of influent wastewater characteristics is essential for wastewater treatment process surveillance and control. Soft sensor is an alternative solution for online measurement of COD and total phosphorus (TP) in an economic manner. In this study, we investigated the possibility of using easy-to-measure variables as predictors to construct both global and local soft sensor models for COD and TP prediction. The goal is to build interpretable nonlinear models to serve as soft sensors for the surveillance of wastewater treatment process.

The global MLR models performed similar to the MARS models in terms of $R^2$ for COD and TP prediction. However, the RMSEs of MARS models were smaller than that of the corresponding MLRs. MARS has the advantage of capturing nonlinearity in fluctuating situations.

Compared with other "black box" modeling techniques, such as neural network, useful information and knowledge can be retrieved from MARS models. The MARS models indicated the points where significant changes happened. Moreover, splines may also suggest the number of groups for pre-classification of the dataset.
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