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“Develop understanding of protein structure, function and catalysis”

Overarching theme



Increasing complexity when moving towards atomic scale

Enzymes – molecular machines

Ver. 1

190 000 atoms!

Ver. 2 Ver. 3



ü Complicated research models may require extensive 

computational resources.

ü Extensive computations may result in huge amounts of 

raw data.

Supercomputers in biology



UNINETT Sigma2 AS is a non-commercial company that manages the 
national infrastructure for computational science in Norway.

ü High performance computing (HPC)
ü Data storage

National computational resources in Norway

Collaboration between RCN, UiO, UiB, UiT and NTNU.
Linked to European computational infrastructure.



UiO:
Abel

High performance computing

UiB:
Hexagon

NTNU:
Vilje

UiT:
Fram
(Stallo)



National e-Infrastructure for Research Data (NIRD)

ü Accommodates FAIR principles

Operating from 2017

~ 12 PB (12 000 terabyte)

Data storage



ü More than 10 000 cores  (about 2500 desktop computers)

ü More than 650 nodes (16 cores pr. node)

ü About 64 GB RAM pr. node

The Abel computer cluster

Software parallelization (efficiency) varies …

Check out:

http://www.uio.no/english/services/it/research/hpc/abel/help/software/



Biology/bioinformatics software (Abel):



Other



ü When it feels like you laptop is melting 
ü When one program consumes ALL resources on your computer

CHECK THE ABEL SOFTWARE LIST!

When do you need access to HPC



ü Visit:  https://www.sigma2.no/content/apply-e-infrastructure-resources

ü Write a short but consistent proposal.

ü Estimate how long the project period should be.

ü Do some test-calculations so you can estimate the number of cpu-hours 

to apply for (e.g. 12 hours on 10 cores = 120 cpu hours)

ü Small projects (~50 000 cpu hours) may be granted on short notice for 

testing purposes.

How to get access?

https://www.sigma2.no/content/apply-e-infrastructure-resources


ü Training courses are given regularly at UiO. Check out the Sigma2 site!
ü HPC staff are in general supportive!

Training/courses



HPC at NMBU

Who use HPC at NMBU?

ü Share experiences?
ü Expand HPC toolboxes?
ü Arrange workshops?
ü Preach HPC to potential users and expand the 

community?



My experience with Management of Research Data

during the project  ….

At project termination:


